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ABSTRACT 

Although there are three stemmers published for the Greek 

language, only the one presented in this paper and called Ntais’ 

stemmer is freely open and available, together with its 

enhancements and extensions according to Saroukos’ algorithm. 

The primary algorithm (Ntais’ algorithm) uses only capital letters 

and works with better performance than other past stemming 

algorithms for the Greek language, giving 92.1 percent correct 

results. Further extensions of the proposed stemming system (e.g. 

from capital to small letters) and more evaluation methods are 

presented according to a new and improved algorithm, Saroukos’ 

algorithm. Stemmer performance metrics are further used for 

evaluating the existing stemming system and algorithm and show 

how its accuracy and completeness are enhanced. The 

improvements were possible by providing an alternative 

implementation in the programming language PHP, which offers 

more syntactical rules and exceptions. The two versions of the 

stemming algorithm are tested and compared.  

Categories and Subject Descriptors 

H.3 INFORMATION STORAGE AND RETRIEVAL. H.3.1 

[Content Analysis and Indexing]: Linguistic processing H.3.3 

[Information Search and Retrieval]: Clustering, 

Information filtering, Search process, Selection process. 

General Terms 

Algorithms, Measurement, Documentation, Performance, Design, 

Experimentation, Languages, Theory. 

Keywords 

Stemming algorithm, stemmer metrics, Greek language, 

performance evaluation metrics, Natural Language Processing 

(NLP), Information Retrieval (IR). 

1. INTRODUCTION 
Stemming algorithms are used in the fields of Information 

Retrieval (IR) [1, 2, 3] in general and Natural Language 

Processing (NLP) [4, 5, 6] to improve precision and recall. We 

present the construction and evaluation of a stemming system and 

algorithm for the Greek language according to the Modern Greek 

grammar [7]. Overall, an accurate Greek stemmer can be used for 

various purposes in IR and Morphological Analysis. This 

stemming system can help to obtain more and ‘better hit’ results 

during searching and retrieving information. According to 

research and measurements about Greek language stemming, a 

Greek stemmer on the Web will provide more specific search 

results [8]. We also provide a library version of the algorithm 

written in PHP. By implementing a PHP algorithm, our aim has 

been to provide a stemmer that can directly be used by the engine 

of any web application, for any kind of web search or linguistics. 

Other programming languages such as Javascript or even the more 

powerful like C and C++ lack this ability [9, 10]. This work, 

which is available under an Open Source licence, will lead to a 

more powerful, more complete and more consistent Greek 

stemmer that can directly be used and modified by others.  

We first provide a summary of the Ntais’ stemming algorithm 

[11]. Next we introduce some stemmer performance metrics that 

will be used during our evaluation in order to compare the output 

of our original stemmer and its modified version. The design of 

the existing algorithm and its extensive list of rules are provided 

through references to online material with free access [11]. We 

describe the improvements incorporated in the re-designed 

algorithm along with the new set of rules and exception lists. A 

detailed account of these can also be found in [12].  

2.  BACKGROUND RESEARCH  
There exist some stemming methods for Greek texts, presented 

since the mid-90s. These methods are parts of more extended 

work about morphological analysis and information retrieval from 

various texts and cannot be considered as rule-based stemmers. 

Considering past research on Greek language stemming [8, 13, 

14], researchers agree that specific grammatical rules can improve 

the effectiveness on information retrieval from Greek texts. We 

formulated the following research questions:  

RQ1: Which specific grammatical/syntactical rules could 

comprise a stemming algorithm that will lead to the development 

of an effective Greek stemmer? 

RQ2: Up to which point the addition of more 

grammatical/syntactical rules and exceptions improves the 

precision of the stemming algorithm used in the Greek stemmer? 

The resulted initial stemming algorithm is herein implemented 

using JavaScript language as a web based application and works 

through a simple web-site [15], as well as its successor [16].  
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3.  DESIGN AND ENHANCEMENT 

3.1  Towards Ntais’ Stemming Algorithm 
For the design of the Greek stemmer we followed the Porter’s 

algorithm [17] as the literature review on stemmer technology 

(Table 1) revealed that Porter’s algorithm was probably the most 

reliable one. That algorithm was developed for the English 

language. The Greek stemmer structure follows the simplicity and 

the directness of Porter’s rules. Figure 1 illustrates the generic 

overview and straightforward structure of our approach.  

 

Figure 1. Stemming Approach 

The research and decision about this was also based on the 

previous work about Greek stemming and its effectiveness. The 

development tool was JavaScript, an open-source script language, 

freely available on the Web. For the evaluation of the stemmer we 

used the Greek keyword dictionary, kindly provided by the 

National Centre of Scientific Research “DEMOCRITOS” [18] 

and a random word corpus.  

First, for the sake of simplicity, we only used capital letters as past 

research [8, 13] indicated that it would be very difficult to try to 

solve the problem of the “moving” tone-mark on the stems of the 

Greek words. Besides the general prefixes, there are some cases of 

allomorphy in the Greek language. The verbs starting with 

consonant, take the letter “ε” as prefix on the past tenses [7]. In 

these tenses the stem changes formation as well and this is why 

there are two stems for every verb. Therefore, we uphold this 

distinction and we accept that a verb has a different stem in the 

past tenses from the other tenses. Table 1 provides a summary of 

the overall information and comparison on stemming technology. 

Table 1. Stemming Algorithms – Summarised Information 

Author 

(year) 

Language/Web 

Availability  

Execution 

Steps 

Weaknesses & 

Limitations 

Lovins 

(1968) 

[19] 

EN / Yes 2 Aggressive with 

short stems and 

words 

Porter 

(1980) 

[17] 

EN / Yes 5 Quite aggressive 

and produces over-

stemming [20] 

TZK 

(1995) 

[8] 

GR / No 2 Does not handle all 

suffixes 

AMP 

(2001) 

[14]  

GR / No 4 Unable to handle 

compound words 

Ntais 

(2006) 

[11] 

GR / Yes 29 Outperforms TZK 

and AMP [11]. New 

and untested; 

handles capital 

letters; under-

stemming errors[12] 

CST 

(2009) 

[6] 

GR and others / 

No 

Prefix/ 

Infix/Suffix 

Relatively new; no 

criticisms so far 

3.2 Towards Saroukos’ Stemming Algorithm 
One of the aims of this work was to test the original stemmer in 

combination with a search engine, and Google's search engine was 

a candidate. A web interface that would feed Google with 

modified, stemmed queries and unmodified ones could easily be 

built. The results of both modified and unmodified queries could 

then be compared. Unfortunately the application of a stemmer in a 

web search engine was beyond the time limitations of this project. 

It was also unclear whether Google is already utilizing any kind of 

stemming techniques for Greek. In a previous web search engine 

evaluation [4], it was pointed out that Google returns a different 

number of results for different variations of the word “Athens” 

(Αθήνα: Athens, Αθήνας: of Athens, Αθηνών: of (the city of) 

Athens). The difference in results can only imply that no 

stemming is used. Despite that, there are reports e.g. from Google 

in 2003 [21] that some form of stemming is being conducted 

although it is unclear how extensively. In addition, Paice [22] 

suggests that evaluating a stemmer solely in terms of IR is 

incomplete since IR is only one field that stemming can be 

applied and “...gives no insight into the specific causes of errors”. 

In order to evaluate both Ntais' algorithm and its revised 

stemming algorithm, we executed both in batch mode against a 

collection of more than half a million Greek words. Both 

algorithms stemmed the input words from the text, and formed 

groups of words that had the same stem. The reader can peruse 

some of these execution step tests in [12].  

3.3  Alternative Stemmer Designs and Using 

Stemmer Performance Metrics  
Before proceeding to this work we examined alternative stemmer 

techniques, e.g. computational process metamodelling and formal 

language theory [23, 24] and other for redesign, which were 

rejected mainly because of their application domain 

incompatibility. A detailed account of the reasons for rejection 

can be found in [12]. For this decision we additionally re-

considered the summarized information behind each and every 

stemming approach available in Table 1. In order to evaluate the 

existing stemmer and measure its effectiveness, we used the 

Frake’s Metrics [25] for stemmer strength and Error metrics [26]. 

Since the strength of a stemmer can affect the precision and recall 

in queries, Frakes defines a set of metrics that help to compare 

algorithms by having the algorithms stem the same texts and 

compare the results of the following metrics: i) The mean number 

of words per conflation class; ii) index compression factor; iii) the 

number of words and stems that differ, and iv) the median and 

mean modified Hamming distance. There are two clearly distinct 

error metrics categories concerning stemmers, under-stemming 

and over-stemming. [12, 25, 26].  

One other approach to stemming is to use lemmatization that 

means to remove the inflection, (suffix) and create the base or 

normal form of the word the so called lemma. This has been 

carried out for Greek, among other languages, including both 

prefix, (infix for some languages), and suffix removal for Greek 

obtaining 90% accuracy. The lemmatization algorithm has been 

trained on examples. [6]. Other approaches to text stemming 

regarding performance and other challenges in Greek and other 

languages can be found in [27, 28, 29]. 

4.  PERFORMANCE AND IMPROVEMENT  

4.1  Evaluation of Ntais' Algorithm 
We first ported the algorithm in PHP. We implemented a set of 

helper applications that will be using directly the algorithm and 

will keep statistics about the returned stems. The operating system 

used for the evaluation was Gentoo Linux but because of the 

portability of PHP and our style of coding the source code is 

portable and can be used in any platform that PHP is ported to. 

Our evaluation commenced by executing our port of Ntais' 



stemmer against a list of Greek words. We set the application in a 

manner that words with common stems would be grouped into 

conflation classes and then the output be would be directed to a 

text file. This text file was examined manually for under-

stemming and over-stemming errors. We used modified Hamming 

Distances in order to find similar stems. We concluded that two 

stems with a modified Hamming Distance of four or less can be 

possibly merged into one, indicating an under-stemming or over-

stemming error of the stemmer that generated them.  

4.2  New Features and Properties 

4.2.1  The Introduction of Stop-Word Elimination 
Stop-word removal is one of the most commonly used techniques 

in IR [1, 2, 3, 4]. We use stop-word elimination in order to 

improve the performance of the stemming algorithm. The stop-

word list mainly contains words of length of at most four letters. 

In our modified algorithm, stop-word elimination is the first step 

of execution, a step that not only produces better results but also 

improves the running time of the algorithm. The initial algorithm 

had solved this problem by processing only words of 4 letters or 

more. Although this approach left just a few words of 3 that could 

be stemmed unprocessed, we decided to add a stop-word list of 

more than 500 words, in order to increase precision.  

4.2.2  The Addition of More Grammatical Rules 
We created a set of helper applications that directly use our 

implementations of both Ntais' and our modified algorithm. One 

of these applications uses as input a list of words and creates 

conflation classes according to the stems returned by the 

stemmers. These classes were manually checked for over-

stemming and under-stemming errors in a manner similar to 

previous literature [11, 26]. According to the results, more 

suffixes were added in order to deal with under-stemming. As 

pointed out in [11], the introduction of more rules for additional 

suffixes raises stemming errors due to over-stemming. In dealing 

with this, we added more exceptions in order to deal with over-

stemming and keep precision at an acceptable level.  

4.2.3 The Introduction of Lower Case Letters 
The initial stemming algorithm of Ntais only accepts as input 

words in upper case letters, as mentioned in earlier sections and in 

[11]. Our improved algorithm, Saroukos’ algorithm [12] is 

capable of handling words given in any case, upper, lower or 

combinations of both. The main body of the algorithm remains 

unchanged and all rules are still in capital letters. Before returning 

the stem of the given word, a final alteration of the stem occurs as 

the algorithm consults the case of each letter on the stem, and 

alters the case of a letter if needed. In our implementation the 

problem of the “moving” tone-mark still remains [8, 11, 12, 13], 

but we decided to treat both upper case and lower case words.  

4.3  The Final Saroukos’ Algorithm  
After careful examination of the output of the original stemmer, 

we tried to incorporate as many modifications as possible. 

However, an addition of a rule that corrects some errors may 

create other errors, unless an appropriate exception list is also 

created. Nevertheless, we added more rules in order to correct 

wrong patterns that kept appearing in the output. One striking 

example was the omission of any rules for suffixes that appear in 

Past Continuous (ΙΖΑ, ΙΖΕΣ, ΙΖΕ, ΙΖΑΜΕ, ΙΖΑΤΕ, ΙΖΑΝ) and 

past tenses in general. This detailed work appears in [12, Table 8].  

5.  FINAL ALGORITHM’S EVALUATION 
After the improvement modifications of Ntais’ algorithm [11], we 

evaluated the revised algorithm, Saroukos’ algorithm [12]. We 

used the same word list and the same applications we created for 

testing the initial Ntais’ algorithm. We made sure that the 

statistics produced can be comparable. Although the two 

stemmers leave unchanged roughly the same number of words, 

our modified version produces fewer and bigger conflation classes 

by altering more letters in every word, on average. Table 2 

presents summary statistics gathered after executing both Ntais’ 

and Saroukos’ algorithms against a list of 574,621 Greek words.  

Table 2. Comparison of the Original and Revised Algorithms 

 
Original 

(Ntais) 

Revised 

(Saroukos) 

Mean number of words per 

conflation class 
4.055 5.664 

Index compression factor 75.34% 82.34% 

Ratio of unchanged to total words 2% 2% 

Mean modified Humming Distance 2.441 2.916 

Median Modified Humming 

Distance 
2 2 

Correct Stems  (sample of 12468 

words) 

10.885 

(87.3%) 

11.669 

(93.52%) 

Distribution of Stemming errors per algorithm 

Understemming Errors 88.44% 23.67% 

Overstemming Errors 11.56% 76.33% 

Number of different stems 

generated by the two stemmers 

(sample of 574.621 words) 

35.885 

(6.24%) 
 

The majority of the errors of the initial algorithm had to do with 

under-stemming (88.44%). The new algorithm produces more 

over-stemming errors (76.33%) despite the fact that the total 

number of errors is reduced. The two stemmers produced 35,885 

different stems for the same list of words. The number of 

execution steps was increased from 29 in the original algorithm of 

Ntais to 42 in Saroukos’ algorithm. 10 of the new execution steps 

have to do with the 72 newly added stems, while the remaining 3 

deal with stop-word removal and lower to upper and upper to 

lower case treatment. Although the number of the steps was 

increased by approximately 44%, the new algorithm by Saroukos 

now executes 23.17 steps on average. The reason is that while the 

original algorithm always executes all of its 29 steps, the modified 

algorithm returns the correct stem and then exits earlier if the 

remaining rules are not going to modify the word any further.  

6.  CONCLUSIONS AND FUTURE 
We gradually constructed and incrementally tested and improved 

the only Greek language stemmer currently available and open to 

everyone. Our new and improved stemming algorithm returns 

more correct results than its predecessor. The under-stemming and 

over-stemming errors are less. The new algorithm is more 

complete since it supports most of the grammatical tenses and 

stems correctly suffixes (like diminutives and other) not included 

before. Due to the PHP implementation language, our 

implementation can be used by any web or non web application 

for stemming of Greek words. Adding more suffixes is attainable 

but the effort required for each additional suffix increases 

geometrically. The initial algorithm already deals with the 

majority of suffixes found in the Greek grammar. Our latest 

algorithm, like its predecessor, is not dealing with the moving 

tone-mark issue. The stemmer can be enhanced by adding more 

suffixes and exceptions. In addition to the 158 suffixes of the 

initial algorithm, we added rules for 72 more.  
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